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Successes and Challenges of Genome Studies

- GWAS/Sequencing!
- 10K robustly associated genetic variants!

- New insights into biology of many traits!

- Biological understanding is still lacking
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Pharmacogenomic Findings

https://www.pharmgkb.org/

Evidence 
Level Counts %

1a 40 3

1b 17 1

2a 96 6

2b 74 5

3 1175 76

4 145 9

Total 1547 100

Only Level 1a finding have 
clinical guidelines
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Genetic Architecture of Complex Traits
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Genetic Architecture of Complex Traits
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Genetic Architecture of Complex Traits

Single Variants Not Relevant for 
Highly Polygenic Traits
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- Disease!
- risk stratification!
- intervention strategies!

- Adverse events!
- Efficacy of treatment

- Etiology of complex 
traits!

- Mechanism by which 
genetic variation drives 
phenotypic variation!

- Druggable targets

Prediction and Dissection to Achieve Clinical Utility

Prediction Dissection
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assessed using independently held out datasets. Our method, when 
applied to the three-component mixture exponential distribution at 
the given sample size of the GIANT study (N = 130,000), provided an 
accurate approximation for the entire profile of the observed predictive 
performance of these polygenic models (Fig. 1).

Equation (1) in Online Methods illustrates the tradeoff between 
specificity and sensitivity of the SNP selection criterion on the pre-
dictive performance of the model. With a more liberal significance 
threshold ( ), the PCC value will increase through the power of the 
association tests but will decrease as a function of the underlying  
type I error ( ). In Figure 1 we illustrate the optimal threshold for 
SNP selection that would maximize predictive performance of a 
model for adult height. Under both the two- and three-component 
mixture distributions for effect sizes, the optimal significance level 
initially increased with an increase in sample size, then it plateaued 
and subsequently remained constant or decreased slightly. In con-
trast, under the single-exponential distribution that corresponds to 
stronger effect sizes, the optimal significance level becomes more 
stringent as sample size increases.

We next examined the potential predictive performance of poly-
genic models for a variety of traits that include both quantitative 
(BMI, total cholesterol, HDL and LDL) and qualitative pheno-
types (Crohn’s disease, T1D, T2D, CAD and prostate cancer) that 
together demonstrate a spectrum of estimated heritability (Table 1).  

For most traits, we consider a range for the underlying effect-size 
distributions that are in accord with both reported discoveries from 
the largest GWAS and recent estimates of hg2 (Online Methods and 
Supplementary Tables 2 and 3). For a few traits for which external 
estimates of hg2 are not available, we considered a range of its values 
within the limits of total heritability and effect-size distributions that 
can produce results consistent with the observed discoveries in the 
largest GWAS.

For all traits, the expected performance of the polygenic models 
built based on current GWAS (sample size = N) can be predicted fairly 
accurately (Figs. 2 and 3). Although it may be possible to improve 
the performance of these models including SNPs that do not achieve 
strict genome-wide significance levels, the models are expected to 
have low to modest predictive power even after optimization of 
the SNP selection criterion (Table 2). As sample sizes of the future  
studies will increase, the projected performance of the models will 
have a wider range, reflecting the uncertainty associated with esti-
mates of heritability. Nevertheless, it is evident that only very large 
sample sizes can substantially improve the performance of the mod-
els, even in some of the best-case scenarios. For prostate cancer, for  
example, although a polygenic model built based on the current larg-
est GWAS can be expected to achieve an AUC statistic of about 63%, 
in the future, a model built based on as many as three times that sam-
ple size is expected to yield an AUC statistic of only 64–70% (Fig. 3). 
For all disease traits except CAD, it appears that the marginal utility of 
additional samples can be quite small after the size of GWAS reaches 
100,000–200,000 subjects. In contrast, for CAD, BMI, and the lipid 
traits total cholesterol and LDL, the performance of predictive models 
may continue to improve gradually over a much wider range of sample 
sizes, as high as 500,000 to one million subjects.
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Figure 2 Expected PCC for polygenic models at optimal significance  
level for SNP selection for four quantitative traits. (a–d) For HDL and BMI, 
range of performance is shown corresponding to estimate of hg

2 (yellow 
line) and associated 95% confidence interval (dark blue region). For LDL 
and total cholesterol, for which direct estimate of hg

2 was not available, 
a range of values were chosen based on constraints imposed by the 
observed discoveries. For all traits, the underlying effect-size distribution 
was assumed to follow a mixture of three exponential distributions, which 
together with hg

2 was calibrated to explain observed discoveries from the 
largest GWAS (Online Methods). Vertical dotted line corresponds to the 
sample size for the current largest genome-wide scans.
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Figure 3 Expected AUC statistics at optimal significance level for SNP 
selection for five disease traits. (a–f) For all diseases except CAD, range 
of performance is shown corresponding to the estimate of hg

2 (yellow line) 
and associated 95% confidence intervals (dark blue region). For CAD,  
for which direct estimate of hg

2 was not available, a range of its values were 
chosen based on constraints imposed by the observed discoveries. For 
all traits, the underlying effect-size distribution was assumed to follow a 
mixture of two- or three-exponential distributions, which together with hg

2  
was calibrated to explain observed discoveries from the largest GWAS 
(Online Methods). Vertical dotted line corresponds to the sample size for 
the current largest genome-wide scans.
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Millions of Samples Needed 
to Achieve Maximum 

Predictive Performance 
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Whole Genome Prediction Approaches
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Whole Genome Prediction Approaches
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Collective Approaches to Dissect Complex Traits

- Enrichment of functional classes!

- Partitioning heritability into functional classes!

- Aggregation into functional units

�14



Table 1. Number (proportion) of SNPs classified as eQTLs for diseases with different focal tissues.

Using eQTLs from CEU+YRI # SNPs eQTL p-value threshold 1024 eQTL p-value threshold 1026

Platform SNPs (MAF ..05) 1,213,906 595,285 (.490) 29,347 (.024)

All Catalog SNPs 1598 972 (0.608) 83 (0.052)

Autoimmune Disorders 259 165 (0.637) 21 (0.081)

Cancers 93 56 (0.602) 4 (0.043)

Neurological/Psychiatric Disorders 63 41 (0.651) 2 (0.032)

Using eQTLs from CEU only

Platform SNPs (MAF ..05) 1,213,906 345,249 (.284) 12,749 (.011)

All Catalog SNPs 1598 625 (0.391) 46 (0.029)

Autoimmune Disorders 259 116 (0.448) 17 (0.066)

Cancers 93 30 (0.323) 3 (.032)

Neurological/Psychiatric Disorders 63 20 (0.317) 1 (0.016)

SNPs from the NHGRI catalog were classified according to the type of disease leading to their inclusion as a trait-associated SNP to investigate whether eQTLs identified
in LCLs are more enriched in disorders for which LCLs are more likely to be an appropriate tissue match for the disease. Studies were conducted separately using eQTLs
identified in the combined CEU+YRI samples (upper lines), and those identified only in the CEU (lower lines). Only SNPs with MAF .0.05 are included in these studies,
and eQTL p-value thresholds of 1024 and 1026 are shown.
doi:10.1371/journal.pgen.1000888.t001

Figure 1. Trait-associated SNPs are more likely to be eQTLs. The distribution of the number of eQTLs (defined as p,1024 left panel, p,1026

middle panel, and p,1028 right panel) observed for each of 1,000 draws of 1,598 SNPs from bins matched for minor allele frequency to the 1,598
SNPs downloaded from the NHGRI catalog (bins include all SNPs in the Illumina 1M and Affymetrix 6.0 products) is shown in the bar graphs, with the
actual number of eQTLs observed in the 1,598 SNPs from the NHGRI catalog shown as a solid circle.
doi:10.1371/journal.pgen.1000888.g001

Trait-Associated SNPs Are More Likely to Be eQTLs

PLoS Genetics | www.plosgenetics.org 3 April 2010 | Volume 6 | Issue 4 | e1000888
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Trait-Associated SNPs Are More Likely to Be eQTLs:
Annotation to Enhance Discovery from GWAS
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Abstract

Although genome-wide association studies (GWAS) of complex traits have yielded more reproducible associations than had
been discovered using any other approach, the loci characterized to date do not account for much of the heritability to such
traits and, in general, have not led to improved understanding of the biology underlying complex phenotypes. Using a web
site we developed to serve results of expression quantitative trait locus (eQTL) studies in lymphoblastoid cell lines from
HapMap samples (http://www.scandb.org), we show that single nucleotide polymorphisms (SNPs) associated with complex
traits (from http://www.genome.gov/gwastudies/) are significantly more likely to be eQTLs than minor-allele-frequency–
matched SNPs chosen from high-throughput GWAS platforms. These findings are robust across a range of thresholds for
establishing eQTLs (p-values from 1024–1028), and a broad spectrum of human complex traits. Analyses of GWAS data from
the Wellcome Trust studies confirm that annotating SNPs with a score reflecting the strength of the evidence that the SNP is
an eQTL can improve the ability to discover true associations and clarify the nature of the mechanism driving the
associations. Our results showing that trait-associated SNPs are more likely to be eQTLs and that application of this
information can enhance discovery of trait-associated SNPs for complex phenotypes raise the possibility that we can utilize
this information both to increase the heritability explained by identifiable genetic factors and to gain a better
understanding of the biology underlying complex traits.
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Introduction

Results of genome-wide association studies (GWAS) in complex
traits published to date have provided us with surprisingly little
new information on the nature of the genetic component to these
phenotypes, despite the large number of single nucleotide
polymorphisms (SNPs) found to be reproducibly associated with
such traits. In some cases, this reflects the fact that major aspects of
the biological basis for disease were already well understood;
results of GWAS in autoimmune disorders, for example, have
reinforced the central importance of the immune system and its
regulation. For a few disorders, results of GWAS have highlighted
biological contributing factors to disease that had not previously
been recognized as central, such as the complement system in
macular degeneration [1] or autophagy in Crohn’s disease [2–4].
While it does seem ungrateful to question the utility of GWAS
when they have yielded so many more reproducible associations
than we have achieved with any other approach, the fact is that
our primary goal in conducting GWAS for a complex trait –
achieving a comprehensive understanding of the genetic basis for
that trait – remains elusive for most of the traits that have been
examined. The failure to achieve this goal is made particularly
acute by the recognition that the loci that have been successfully
identified not only provide us with little insight into the genetic
basis for the trait, but also account for little of the overall

heritability [5]. Although there are important caveats to these grim
statistics – most published studies have conducted discovery
research in populations of European descent, and some important
disorders have not even been examined using GWAS yet – the
collective experience has led to sharp disagreement as to whether
there is sufficient value in targeting near-term investments in
genomics to GWAS, or whether such investments are better
targeted to sequencing [6–8]. The key issue in this controversy is
whether the genetic risk factors not yet discovered are largely
similar in frequency and effect size to those that have been
discovered using GWAS (i.e. common alleles with low risk) or are,
instead, rarer alleles that would be best identified through
sequencing studies.

Studies we report here suggest that we have not yet exhausted
the signals that can be discovered through GWAS. Annotating
SNPs with information on expression can improve our ability to
more easily distinguish those associations likely to be replicated,
and provide us with a better understanding of the genes and
mechanisms driving the associations we discover. Moreover, it
appears that for at least a subset of complex disorders, there are
many more common variants truly associated with disease and
highly likely to be expression quantitative trait loci (eQTLs). These
variants can be identified and characterized using existing GWAS
and tools such as the SCAN database (SNP and Copy number
ANnotation; http://www.scandb.org) [9].

PLoS Genetics | www.plosgenetics.org 1 April 2010 | Volume 6 | Issue 4 | e1000888
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Cross-tissue and tissue-specific eQTLs: locating the missing 
heritability of a complex trait across populations !

! .! Jason M. Torres, Eric R. Gamazon, Esteban J. Parra, Jennifer E. Below, Adan Valladares-Salgado, 
Niels Wacher, Miguel Cruz, Craig L. Hanis, Nancy J. Cox*!

Manuscript Under Review
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Figures

Figure 1. Functional partitioning of SNP-heritability across eleven traits. For each trait, the
liability explained by SNPs in six functional categories was jointly estimated, with the meta-analysed average
shown in filled bars. The null expectation, equal to the percent of SNPs in each category, is shown by dashed,
unfilled bars, with p-value reporting the di↵erence from this expectation. Fold-enrichment relative to the
null expectation shown in paranthesis below each category label. Left panel shows results from analyses of
genotyped SNPs only, right panel shows analysis of genotyped and 1,000 Genomes imputed SNPs. Error
bars define 95% confidence interval.
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Gene Based Tests

- Gene based association tests!
- VEGAS (Liu et al 2010 AJHG)!
- SKAT (Wu et al 2012 AJHG)!
- C-Alpha (Neale and Rivas et al 2011 Plos Genetics)!

- Used extensively in whole exome studies!

- Designed to address low power of rare variants
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Gene Based Tests

- Limited success of gene based tests!

- More functional data needs to be integrated!

- Enrichment studies indicate important role of gene regulation!

- To address this issues, we propose PrediXcan!
- predict expression levels of a gene!
- correlate predicted levels with complex traits!
- scan whole genome
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Genetic Control of Disease Through Gene Regulation
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PrediXcan Flow

Validate Genes 
in Model 
Systems

Replicate 
Genes with 

Independent

Test"
sets 

Predict whole genome effect 
on expression level of a gene

Training 
sets 

Start with genetic data

Correlate predicted 
expression with phenotype

No transcriptome 
data is needed

Only genotype 
and phenotype 

data needed

No reverse 
causality

Reduced multiple 
testing burden

Mechanism is 
built in
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Additive Model for Genetic Effect Prediction 
Additive Genetic Model for Prediction

Predicted expression trait

ti =
MX

k=1

wkGki

ti is predicted e↵ect on gene expression level for individual i
Gki number of reference alleles for SNP k and individual i
wk weight for SNP k

Simple Polygenic Model

I
wk = single variant regression coe�cient (Matrix eQTL
output)

I
wk set to zero if p value > 0.05 for cis SNPs (1Mb TSS)

I
wk set to zero if p value > 10�6 for trans SNPs

Haky Im PrediXcan: Gene Discovery Approach 3 / 15

Predicted Expression Trait

Simple Polygenic Model
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Expression Data

- GTEx - Genotype of Tissue Expression!
- Large scale Common Fund project!
- 900 organ donors!
- 45 tissues!
- RNAseq, whole exome seq, whole genome seq!

- gEUVADIS!
- RNAseq 462 individuals from the 1000 Genomes Project!

- Cerebellum expression (Array GSE35974)

�25
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Good Prediction Performance

Prediction R^2

Training with GTEx"
Testing in 1K Genomes

Replicate RNAseq"
Pickrell et al 2010 vs. "

1K Genomes 2013

Replication R^2

Sahar Mozaffari
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Examples of Well Predicted Genes
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Genes Associated with Rheumatoid Arthritis

HLA genes

PSME1: involved in 
processing of class I 

MHC peptides

RSBN1: Type 1 
diabetes gene, an 
immune disease 
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Pharmacogenomics Beyond Single Variants@hakyim

PrediXcan Results for Crohn’s Disease and Hypertension

Crohn’s Disease

IRGM is a known 
Crohn’s gene

Whole blood may not be 
relevant tissue

Hypertension
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Pharmacogenomics Beyond Single Variants@hakyim

PrediXcan Outperforms VEGAS

Eric Gamazon
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Pharmacogenomics Beyond Single Variants@hakyim

Enrichment of Known Crohn’s Genes Among Findings 

Above this line 
implies enrichment

100 qqplot with 
random samples of 

205 genes 
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Pharmacogenomics Beyond Single Variants@hakyim

No Enrichment Among Hypertension Findings 

Above this line 
would imply 
enrichment

100 qqplots with 
random samples of 

133 genes 

Whole blood may not be 
relevant tissue
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Pharmacogenomics Beyond Single Variants@hakyim

Bipolar Disorder WTCCC results

�33



Pharmacogenomics Beyond Single Variants@hakyim

0.0

0.1

0.2

0.3

ALL |T|>1 |T|>2 |T|>3
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Kaanan Shah
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PrediXcan: a Gene Discovery Approach

- PrediXcan is a powerful gene based association test !

- It directly tests the molecular mechanism through which  
genetic variants affect phenotype !

- Reduced multiple testing burden compared to single variant approach !

- Unlike other gene based tests, it provides direction of effects !

- Advantages relative to gene expression studies !
- Applicable to any GWAS datasets 

gene expression levels are predicted from genotype data !
- No reverse causality 

disease status does not affect germline DNA !
- Multiple Tissues can be evaluated  

tissue expressions are only needed to build prediction models 
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Challenges of Pharmacogenomic Studies

- Smaller sample size!

- Even more important to integrate prior data!

- Integrate other functional data!

- Heritability estimates are harder!
- Limited family data!
- Usually samples greater than 1K are needed for GCTA
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Bevacizumab Induced Hypertension

- Bevacizumab is a humanized monoclonal antibody that inhibits 
VEGF induced angiogenesis !

- Hypertension is a common adverse event to bevacizumab 
treatment !

- The incidence of hypertension with bevacizumab is 20-30%, 
while grade 3 or greater hypertension occurs in only 10-15% of 
patients. 

Keston Aquino Michaels
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Bevacizumab Trials

- CALGB 90401!
- a randomized double-blinded placebo controlled phase III trial 

comparing docetaxel and prednisone with and without 
bevacizumab in men with hormone refractory prostate cancer!

- n = 664 (with genotype data after QC)!
- PI: Howard McLeod!

- CALGB 80303!
- a randomized phase III trial of gemcitabine plus bevacizumab 

versus gemcitabine plus placebo in patients with advanced 
pancreatic cancer!

- n = 152 (with genotype data after QC)!
- PI: Federico Innocenti
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Bevacizumab Induced Hypertension

- Is primary hypertension risk score predictive of bevacizumab 
induced hypertension!
- Hypertension results from Cross Consortia Pleiotropy group 

(n~20K)!

- Can we predict drug induced hypertension?!
- 90401 training set!
- 80303 test set!

- Dissection of Hypertension

Keston Aquino Michaels & Heather Wheeler
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False positive rate

Tr
ue

 p
os

iti
ve

 ra
te

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Primary Hypertension score Predicts Bev-induced HT

Keston Aquino Michaels

AUC = 0.62
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Bev-Hypertension Predicted Within Study

Two steps LASSO
+Random Forest

Cross Validated in 
Training Set

Keston Aquino Michaels

AUC = 0.71
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Bev-Hypertension Predicted in Independent Study

AUC = 0.68

Two steps LASSO
+Random Forest

Validated in "
Independent Set"

AUC down to 0.68 from 0.71

Keston Aquino Michaels
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PrediXcan Results Primary and Bev-Hypertension

WTCCC Hypertension Bevacizumab Hypertension
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PrediXcan Results Primary and Bev-Hypertension

WTCCC Hypertension Bevacizumab Hypertension

ICAM1 p = 0.017 ICAM1 p = 0.00029

�44

Heather Wheeler



Pharmacogenomics Beyond Single Variants@hakyim

Hypertension and ICAM1

!

- Genetically predicted expression levels of ICAM1 was associated with !

- Primary hypertension WTCCC!

- Bevacizumab induced hypertension CALGB 90401!

- Genetically predicted serum levels of ICAM1 was associated with!

- Bev induced hypertension CALGB 90401!

- Increased levels of ICAM1 were associated with blood pressure in 
induced hypertension mice model
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Summary

- Most single variant findings have limited clinical utility!

- Whole genome approaches to prediction improves utility!

- Aggregation, partitioning and enrichment studies improves dissection!

- Bevacizumab induced hypertension example!
- primary hypertension results help in predicting drug induced 

hypertension!
- succesfully predicted bevacizumab induced hypertension in 

indenpendet study !

- PrediXcan: novel gene based test that test mechanism yielded 
promising findings!

- Need more samples and better methods
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of its kind to be undertaken on lipid subfractions. In
addition, our analyses was performed employing standard
discrimination, calibration, NRI statistics, and also provides
novel data on the prognostic utility in various ethnic strata.

Potential limitations include the relatively small number
of coronary events and the fact that 40% of the coronary
outcomes were not ‘‘hard’’ events. Conflicting data exist
with regards to the predictive value of apolipoproteins
subfractions with recent data (US population) suggesting an
incremental value of apolipoproteins over TC/HDL-c ra-
tio21,22; however, lack of apolipoproteins subfraction data
in our cohort precluded a comparative analyses. Further-
more, as our study cohort was relatively healthy at baseline,
our results may not be generalizable to patients with exist-
ing cardiovascular disease.

Conclusion

In our large population-based cohort, the risk prediction
of future coronary events by novel lipid parameters
appeared comparable to the more traditional, less expensive
lipid ratios. The use of the novel lipid particle ratio added
only negligibly to traditional models for CAD risk predic-
tion. Specifically, the performance of a conventional lipid
ratios model (TC/HDL-c) was comparable with that of the
novel LDL-p/HDL-p ratio. Thus, our data do not support
the routine use of lipid subfractions (particle concentration
and LDL subfractions) to assess future coronary risk. The
results of the current study underscore the ongoing need for
prospective comparative research on lipid subfractions to
further improve risk prediction.

Figure 1 Comparison of the ROC curves of novel lipid particle concentrations with the conventional lipid ratio for prediction of risk of
any cardiovascular event.

Figure 2 Receiver Operating Characteristic Curves based on traditional models of risk prediction incorporating components of the Fra-
mingham Risk Score with or without novel lipid particle ratio.

Manickam et al Conventional, novel lipid parameters to predict disease 89
Lipid Markers AUC

LDL AUC ~ 0.52

HDL AUC = 0.60

Manickam et al 2011 J Clinical Lipidology


